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Abstract: Atomic memories for flying photonic qubits are an essential
ingredient for many applications like e.g. quantum repeaters. Verification
of the coherent transfer of information from a light field to an atomic
superposition is usually obtained using an optical read-out. In this paper
we report the direct detection of the atomic coherence by means of atom
interferometry. We experimentally verified both that a bichromatic laser
field closing a Raman transition imprints a distinct, controllable phase on
the atomic coherence and that it can be recovered after a variable time delay.
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11. S. L. Christensen, J. B. Béguin, H. L. Sørensen, E. Bookjans, D. Oblak, J. H. Müller, J. Appel, and E. S. Polzik,
“Toward quantum state tomography of a single polariton state of an atomic ensemble,” New J. Phys. 15, 015002
(2013).
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1. Introduction

High efficiency and high fidelity quantum memories are essential ingredients of both quantum
networks [1, 2] and quantum computing schemes [3, 4]. Optical quantum memories have been
realized exploiting Raman and electromagnetically induced transparency 3-level schemes in
thermal [5, 6, 7, 8] and cold atomic gases [9, 10]. The general approach to assessing the coher-
ence of the information transfer is via optical read-out schemes. Till now only one procedure for
a direct detection of the coherence of an atomic quantum memory has been reported [11, 12].
This method does not suffer from the inherent loss mechanism in the transfer of a quantum state
between light and atoms, resulting in a better protection of non-classical properties of the state.

Here, we present a tool for the assessment of the atomic coherence that is based on a multi-
state atom interferometer. It measures the phase imprinted on quantum degenerate atoms by a
bichromatic coherent light field closing a Raman transition. In this way we can directly observe
the stored state and measure its decoherence time.

2. Description of the method

We have recently realized a multi-state interferometer that is fully integrated on an atom chip
and exploits 87Rb degenerate sample held in a magnetic trap [13]. Our interferometer relies on
the internal degree of freedom given by the orientation manifold of a hyperfine ground state. It
is based on different responses of the Zeeman states to external fields such as the local mag-
netic field amplitude or the polarization and intensity of an off-resonant light beam. Our atomic
interferometric protocol follows a Ramsey-like procedure (see Fig. 1(a)): two electromagnetic
pulses resonant with the magnetic dipole transition connecting adjacent spin-orientation states
are applied to the sample one after the other. The first pulse creates a coherent distribution
of the atoms in the Zeeman manifold while the second pulse closes the interferometer map-
ping the relative phases accumulated between the different internal states into a population
distribution (as, e.g., in [14]). After the second pulse a Stern-Gerlach procedure is applied. A
magnetic field gradient causes the spatial separation of the various Zeeman states. This allows
for a simultaneous measurement of the population in each of the possible output states of the
interferometer. In [13] we have demonstrated that our five-state interferometer (obtained by
choosing the F = 2 hyperfine manifold) yields a 1.75 times higher resolution (defined as the
ratio between the fringe period and the fringe width) than an ideal two-state interferometer.

In order to obtain a reading of the phase written on the atomic spin by a light field, we used a
bichromatic classical light pulse which closes a two-photon Raman transition between adjacent
mF states within the F = 2 hyperfine state. For this task we used a coherent source close to the
D2 line of the 87Rb (2S1/2 →2 P3/2, λ ∼ 780 nm), whose frequency is set 18 GHz to the red
of the atomic resonance. We have closed the interferometer by subsequently applying a radio
frequency (RF) pulse connecting the same sublevels as the bichromatic field.

The mathematical representation of the experimental sequence follows the lines of Ref. [13].
The effect of a coupling pulse, be it an RF or coherent light (Raman) pulse, is described by a
transfer matrix R(Ωτ), where Ω and τ represent the Rabi frequency and the duration of the cou-
pling, respectively. The matrix R is obtained by diagonalization of the tridiagonal Hamiltonian
which describes the coupling between neighboring mF states (Ref. [15]). The evolution of the
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Fig. 1. a) Experimental sequence. The condensate consists of atoms in |F = 2, mF =+2〉
state. Upon release from the magnetic trap the atomic cloud is left free to fall in the ho-
mogeneous bias magnetic field B. After 100 µs the Raman coupling is applied for a time
τ ′ = 6.2 µs. The resultant superposition of spin levels is left free to evolve for a time
T ∼ 1− 100 µs during which atoms in different mF states acquire differential phases φi.
Then the RF coupling is applied (pulse duration τ = 8.3 µs), followed by the application
of a magnetic field gradient to spatially separate the different mF states. Finally, the pop-
ulation distribution is detected by absorption imaging. b) Energy levels of the D2 line of
87Rb (vertical energy axis not to scale) and field couplings used in the experiment.

states in the time interval T between the pulses is described by a diagonal operator P of shape
Pn,n = exp[i(n− 1)∆E/h̄ T ], where we use the index n to refer to the sub-levels of the Zee-
man manifold (n = 1, ...,5) and ∆E represents, in linear approximation, the Zeeman splitting
of neighboring mF states (see Fig. 1(b)). The full interferometric sequence is then described by
a transfer matrix J,

J = R(Ωτ)P(T )R(Ω′τ ′) ,

J j,k =
5

∑
l=1

R j,l(Ωτ)ei(l−1) ∆E
h̄ T Rl,k(Ω

′
τ
′) , (1)

where Ω (Ω′) and τ (τ ′) represent the Rabi frequency and the duration of the RF (Raman)
coupling.

The two pulses are chosen such as to have a Rabi area A equal to the optimal value for an
interferometer sequence [13], so that Ω′τ ′ = Ωτeiδφ = Aeiδφ , where δφ is the relative phase
between the two components of the Raman light pulse.

A variation of δφ has no effect on the resulting distribution of populations after a single
pulse, but imprints a different phase on the coherences between the wave function components.
Indeed, after the Raman coupling, the atomic state consists of the Zeeman components with
relative phases following φn+1− φn = δφ , where φn is the phase of the n th wave function
component, and the index n is still used to refer to the sub-levels of the manifold. Accordingly,
the experimental sequence Eq. (1) can be rewritten as

J j,k =
5

∑
l=1

R j,l(A)ei(l−1) ∆E
h̄ (T+ h̄

∆E δφ) Rl,k(A) . (2)

From Eq. (2), it is evident that the dependence on the phase of the Raman coupling δφ is
formally equivalent to the effect of an additional evolution time of the coherent superposition
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of the Zeeman states as described by the operator P for a time delay T ′(δφ),

T ′(δφ) =
h̄

∆E
δφ . (3)

Therefore, while in our previous work a fringe-like behavior of the population distribution as a
function of the delay time T is observed, in the present experiment, we expect to observe the
same oscillation as a function of the imprinted phase δφ for a fixed T .

3. Experimental set-up and results

The initial state of the experiment is a pure condensate in the |F = 2,mF = 2〉 state. The whole
interferometric sequence takes place 100 µs after the condensate is released from the magnetic
trap. In this way, we can both optimize the magnetization axis by carefully setting the magnetic
bias field B and reduce the dissipative scattering due to the lower density of the cloud when
illuminated by the Raman excitation beams. Moreover, in such a short time we are sure that the
condensate neither exceeds the beam size nor evades the beam (the 1/e Raman beam diameter
is approximately 50 µm, while the initial condensate size is below 5 µm).

The Raman pulse is formed by two spectral components separated in frequency by the Zee-
man splitting for adjacent sub-levels (see Fig. 1(b)), and whose polarizations are set to σ and
π with respect to the magnetization axis. Since the differential AC Stark shift between succes-
sive sub-levels induced by the out-of-resonance light is the same over the whole manifold, the
Raman coupling is equally resonant with all the couples of adjacent Zeeman sub-levels, thus
perfectly emulating the effect of an RF pulse.

The set-up is sketched in Fig. 2. The two light beams required for the transition are obtained
from the same coherent source. They are sent to two different AOMs driven by two outputs of
a single direct digital syntetizer (DDS). In this way the relative phase noise between the two
Raman pulse components is reduced to the contribution given by their differential optical path,
which is relevant on the time scale of the experimental sequence (30 s), while it is negligible on
the time scale of a Raman pulse. The two beams are then made collinear and their polarizations
orthogonal by means of a polarizing beam splitter (PBS1 in Fig. 2).

We note that by using co-propagating beams the momentum transferred to the atoms is lim-
ited to the negligible amount induced by the frequency difference of the beams. In our case, con-
sidering the Zeeman splitting ∆E = 2171 kHz, it is ∆p = h̄(k1− k2) = h̄∆ω/c < 10−35 kgm/s
(the magnetic field amplitude is set to ca. 3 G in order to minimize the quadratic Zeeman shift
[16]). In these conditions, both the spatial phase modulation and the displacement induced by
the momentum imprinted to the atomic wave packets are negligible, keeping a fringe contrast
close to one. Moreover, large bandwidth of the Raman pulse (1/τ ′ ∼ 100 kHz) assures the
conservation of the total energy for a large number of successive transitions.

The amplitude of the bias magnetic field B (present during the free fall of the samples un-
til the application of the magnetic gradient) has been accurately measured by means of RF
spectroscopy and evaluated as to |B| ∼ 3.1 G (corresponding to the Zeeman shift ∆E/h̄ =
(2.171±0.02) MHz).

The calibration of the Raman pulses is provided by performing a Stern-Gerlach analysis after
the application of a single pulse. In this way we can determine the applied pulse area from the
observed population distribution, and find the coupling for which the sensitivity of the 5-state
interferometer is maximized. Indeed, we know from [13] that the optimal pulse area is the one
which gives a population distribution centered on the Zeeman sub-level |F = 2,mF = 0〉. With
the light coupling, this result is obtained for a pulse of duration ∆t = 6.2 µs and measured
power before the vacuum cell of 140 µW (π) and 280 µW (σ) (which corresponds to field
intensities of 1.8 W/cm2 (π) and 3.6 W/cm2 (σ); beam waists w0 ∼ 50 µm).
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Fig. 2. Scheme of the experimental set-up. The generation of the Raman beams is obtained
by merging two beams (red) on a polarizing beam-splitter (PBS1). The magnetization axis
of the sample is set parallel to one of the two linear polarizations outgoing the PBS1, which
is hence seen by the atoms as π-polarized, while the orthogonal one is seen as a sum of the
opposite σ polarizations. Due to the Zeeman splitting induced by the bias magnetic field
B, the component of the beam with the ”wrong” σ polarization is out of resonance for the
two-photon transition. After passing through the vacuum cell (blue), the two polarization
components are mixed by means of a half-waveplate (λ/2) and a second polarizing beam-
splitter (PBS2). This operation enables the detection of a beat note on the photodiode de-
tector (PD) which reproduces the frequency difference and the relative phase between the
two components. Both the magnetic trap and the Stern-Gerlach gradient are obtained by
the same current-carrying z-shaped wire on the chip [13]. The absorption imaging beam is
shown in green.

To determine the phase of the atomic coherence created by the Raman excitation, the two
beams are sent onto a photodiode placed just after the vacuum cell, and the resulting beat note
signal is recorded for each realization of the experiment. This beat note is then compared to a
digital reference wave at the same frequency, synchronized with the time base of the experi-
mental sequence. The phase read in this way is univocally related to the one seen by the atoms.
Due to the 138 m scale of the differential wavelength associated with the two beams, length
fluctuations in a few-centimeter path separating the detector from the vacuum cell can give
only negligible contribution to the phase of the detected beat note.

In order to determine the response of the atoms to an RF pulse over the whole 2π range
of possible Raman phases, the relative phase between the two fields is left free to evolve, so
that due to mechanical, thermal, and electronic fluctuations and drifts, it randomly spans the
complete 2π interval. By recording the results of the Stern-Gerlach analysis for a sufficiently
high number of repetitions of the experiment it is hence possible to get a complete statistics
concerning the dependence of the population distribution created by the Raman phase. The
graphs of Fig. 3 are obtained after a binning operation on the detected phases: the 2π range has
been divided into a number of segments, from the data points in each bin the mean population
probabilities of the individual segments and their standard deviations have been determined.

In Fig. 3(a) we present the population distribution as a function of the Raman phase. For
clarity, the fraction detected in each internal state (number of atoms in that state normalized
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to the overall number of atoms) is shown separately and in individual colors. Additionally, we
include in all the panels the results of the numerical simulations of the experiment (details on it
below in the text). It is evident that the output of the interferometer is strongly correlated to the
relative phase between the two fields which have crossed the sample. In particular, we determine
a fringe resolution equal to (3.5±0.4) on the detection of the Raman phase, 1.75 times higher
than the theoretical limit for the ideal two-path case. The fringe narrowing is achieved without
compromising the fringe contrast. Indeed, with this setup we are able to attain, for the mF =±2
states, the contrast close to unity required to obtain the theoretical maximal sensitivity (see
Figs. 3(a) and 3(b); contrast is defined as (max − min), where max and min are the maximum
and the minimum of the fringe respectively). It means that the chosen detuning from resonance,
about 18 GHz∼ 3000 Γ (with Γ = 6 MHz natural linewidth for the D2 line of Rb), is sufficient
to reduce the incoherent scattering related to the Raman excitation to a negligible effect (the
exploited coherent source is an extended cavity diode laser).

The three graphs of Fig. 3(b) are at different time delays T between the Raman and RF
pulses, T = 1.3;1.4;1.7 µs from top to bottom respectively. Exploiting this degree of freedom
it is possible to move the maximal slope of the fringes (and hence the maximal resolution) from
one phase region to another one.

In Fig. 3(c) we report the detected fringe contrast in the mF =±2 states as a function of the
delay time T . The solid line is a fit to the data obtained for an exponential decay function (A ·
e−t/t̃). The experimentally determined decay of the fringe contrast is reasonably well described
by this function with maximal contrast A = (0.88± 0.02) and time constant t̃ = (61± 9) µs.
We identified the noise in the magnetic bias field as the main cause of the observed decay.
Population decay is not present due to the fact that only sub-levels of the ground state are
populated.

In Figs. 3(a) and 3(b) numerical simulations are also reported (solid lines). The population
distribution is obtained by the numerical evaluation of the Schrödinger equation for the density
matrix ρ̄ : ∂t ρ̄(t) = −i[H(t), ρ̄(t)]+L(t) , where H(t) is the Hamiltonian which generates the
transfer matrix of Eq. (2), and we have added a Lindblad operator L(t) to take into account
decay rates (see [13] for details on the form of the Hamiltonian). Since we are dealing with
atomic ground states, we have chosen L(t) as an hollow matrix L(t)=−4π γ [ρ̄(t)−diag(ρ̄(t))]
in order to restrict the decay to decoherence effects. A qualitative fit between data and the model
is obtained assuming a value of γ between 1.0 kHz and 1.5 kHz (corresponding to the shaded
area in Fig. 3(c)). Even if it is evident from the graph that a single exponential decay is not
the correct expression for the evolution of the fringe contrast and there is no simple description
of its decay, this representation is sufficient to determine the working time scale of this phase
storage device.

For clarity, we would like to stress that our protocol is not a reproduction of the Ramsey
procedure. Ramsey spectroscopy is obtained by repetition of the experimental sequence at
fixed “interrogation” time T (the time interval separating the two pulses) while scanning the
frequency of the radiation. The result is a fringe structure in the population distribution as a
function of the excitation frequency. For longer interrogation time T , the fringes get narrower
and closer, with an enhancement of the attainable sensitivity.

Here we have explored a different, technically simpler, configuration, in which the frequency
of the radiation is maintained fixed and the sequence is repeated while changing the relative
phase between the two pulses. In this case, the sensitivity is defined by the the maximum slope
of the population distribution. For any value of the Raman phase, sensitivity of the interferome-
ter can be set to maximum by choosing the appropriate delay time T. The maximum sensitivity
is determined by the number of Zeeman states in the manifold.
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Fig. 3. Experimental results: a), b) - population distribution as read at the output of the in-
terferometer versus beat note phase read by the photodiode (histograms). In a) the internal
state populations are separately shown for the five Zeeman states at delay T = 1.3 µs. For
the stretched states (mF = ±2), the maximum slope we achieve is (0.64± 0.07) [rad]−1.
In b) population distribution for different interrogation time T = 1.3;1.4;1.7 µs (from
top to bottom respectively) are reported. By changing the delay time T between the two
pulses it is possible to shift the phase region for which the maximum sensitivity is obtained.
The periodicity of the fringe shift is given by the fundamental frequency of the system,
that is the Zeeman splitting ∆E/h̄ = 2.171 MHz. In all the graphs, solid lines represent
population distributions obtained by numerical calculation of the evolution of the initial
state in the density matrix representation.We have reported the results obtained for the
decay rate γ = 1 kHz. c) - fringe contrast in the mF = ±2 states as function of the time
delay T . Fitting the data with an exponential decay (solid line) we obtain a decay time
constant of t̃ = (61± 9) µs, which is in qualitative agreement with the trend predicted by
the numerical simulations. The shaded area encloses the trend for decay rates γ between
1 kHz and 1.5 kHz (γ = 1 kHz→ t̃∼ 75 µs, γ = 1.5 kHz→ t̃∼ 50 µs).
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4. Conclusions

We have demonstrated by means of atom interferometry the direct detection of the phase of
an atomic coherence created in a degenerate bosonic sample via Raman coupling. The phase is
written onto the atoms using a bichromatic coherent light field connecting the Zeeman substates
of the F = 2 hyperfine level of 87Rb Bose condensed atoms. The Raman pulse acts as the first
beamsplitter of the interferometer. The phase is read out by an RF pulse acting as the second
beamsplitter that closes the interferometer. The findings evidence that it is possible to store a
phase information onto a degenerate atomic sample using all-optical means and to retrieve this
information tenths of microseconds later without optical means.

An extension of the present experiment would be the use of nonclassical light states to pre-
pare input states of a linear atom interferometer, hence bypassing the need for controllable
atomic interactions. Atom interferometers of this kind are suitable for applications in quantum
metrology.
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