Self-induced transparency in a flux-qubit chain
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A B S T R A C T

We introduce a quantum superconducting metamaterial design constituted of flux qubits that operate as artificial atoms and analyze the dynamics of an injected electromagnetic pulse in the system. Qubit-photon interaction affects dramatically the nonlinear photon pulse propagation. We find analytically that the well known atomic phenomenon of self induced transparency may occur in this metamaterial as well and may lead to significant control over the optical pulse propagating properties. Specifically, the pulse may be slowed down substantially or even be stopped. These pulse properties depend crucially on the inhomogeneous broadening of the levels of the artificial atoms.
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1. Introduction-motivation

The discovery of quantum coherence in mesoscopic and macroscopic systems [1–6] made possible practical applications of quantum mechanical phenomena such as: quantum entanglement, superposition and tunneling in novel quantum technologies including quantum information processing, communication and teleportation [7–16].

A convenient ground for the design of new ‘devices’ being able to exploit practically quantum mechanical phenomena are engineered materials composed of the artificial “atoms” – quantum bits (qubits). Superconducting qubits, superconducting circuits comprising Josephson junctions (JJ), realize artificial atoms with engineered ‘atomic’ levels which may be easily tuned by means of external magnetic flux. Owing to that, relatively long coherence times and extremely low dissipation, SCQBs satisfy most of the requirements for being building blocks of viable quantum devices, quantum computers, in particular.

Processing of information stored in qubits demands qubit–qubit mutual communication. It may be realized by direct coupling via the “exchange” interaction of neighboring qubits. Communication between the distant qubits can be achieved exploiting their coupling with electromagnetic radiation. The use of electromagnetic radiation for information processing has two distinct sides. On one side, the information transfer requires the fast inter-qubit communication. On the other side, the storage as well as manipulation of quantum information requires the significant slowing down of the velocity of the electronic radiation through which qubits communicate. This can be achieved by the coupling of information stored in photon field to excitations in atomic gases [17–27]. In this way coherent information storage in a cold gas (9μK) of sodium atoms [19,28] was accomplished by means of the electromagnetically induced transparency (EIT). In [19] the storage without distortion of the shape of the probe pulse has been demonstrated in excess of 800 μs for weak classical probe pulses, while the nonclassical correlations have been observed for up to 3 μs [28]. This shows a certain promise for the development of photonic quantum information storage devices. However, the storage time scales and retrieval efficiency are still low for these signals.

These difficulties could be overcome through using quantum metamaterials (QMM), i.e. artificial optical media composed of a large number of periodically arranged superconducting qubits embedded in superconducting transmission line resonator [29–34]. Exploiting ‘meta- atoms’ instead of the natural ones, made possible to construct devices operable in regimes which are not accessible with real atoms.

Quantum coherence in ensembles of superconducting qubits may be affected severely by the homogeneous and inhomogeneous broadening of the ‘atomic’ levels. This is due to coupling with the environment and the fluctuations induced by the non-identity of the JJ units; the latter have non–uniform sizes stemming from fabrication conditions [35–38]. However, relaxation effects do not
necessarily lead to a decoherence. Quite on the contrary, the emergence of several quantum coherent phenomena such as photon echo [39–43] and self induced transparency (SIT) [39,44–46], requires inhomogeneous level broadening. This imply that inhomogeneous broadening may play positive role in the design of operable quantum devices; for example, spin systems with controllable inhomogeneities were suggested as classical spin echo [47–49] and photon echo memories [42,43,47–50]. Required controllable inhomogeneities may be provided by varying external magnetic field.

In the present work we examine further the possibility of exploiting inhomogeneous broadening in achieving of quantum coherence in engineered superconducting quantum metamaterials. We focus on the emergence of the SIT and soliton like propagation of EM–pulses in QMM. This could be exploited for manipulating EM radiation and development of new techniques of the “light” slowing down with possible application in quantum information processing. For that purpose we propose a “device“ – QMM composed of non–interacting flux qubits embedded in massive superconducting resonator. Due to the lack of the offset charge fluctuations, easy control of their energy parameters and the effects of inhomogeneous broadening by means of the external magnetic field, flux qubit based QMMs are more advantageous for practical applications than those based on charge superconducting qubits.

We recall that SIT is loseless propagation of a sufficiently powerful short light pulse through the media consisting of inhomogeneously broadened two–level systems. The crucial theoretical result of the entire concept of SIT, i.e. the area theorem (AT), is strictly valid only for the inhomogeneously broadened media. All features of SIT are determined in terms of single parameter, i.e the pulse area \( \phi(x) \sim \int_{-\infty}^{\infty} dt E(x,t') \) – electric field amplitude which measures the strength of the light–matter interaction. Depending on the value of the area SIT exhibits a number of characteristic features: a) pulses with values of area equal to integer multiples of \( \pi \) (i.e. with \( \theta_{0} = n\pi \), \( n = 0, 1, 2 \ldots \)) maintain the same area during the propagation, b) pulses with other values (non–integer ones) must reshape in propagation until their area reaches some \( \theta_{0} \). Pulses with the area corresponding to even (odd) multiples of \( \pi \) are stable (unstable).

The changes of the area with the distance of the pulses whose input area is below \( \pi \) is always negative and the media will absorb it. On the contrary, for the pulse whose area is slightly above \( \pi \), this change is always positive so that \( \theta_{0} \) increases until it reaches \( 2\pi \). Pulses having area \( 2\pi n \) remain unchanged in shape and amplitude and propagates as solitons, while those with area equal to \( n = 2, 3 \ldots \) split into two, three ... solitons.

Crucial condition for observation of SIT is the coherence between the electric field and two–level systems. It is provided by using so called ultrashort pulses whose duration time is very short with respect to all damping times due to coupling with environment, i.e due to homogeneous broadening. In parallel, pulse duration must be comparable or larger than inhomogeneous broadening relaxation time. Homogeneous broadening is characterized by a relaxation rate which reads: \( \tau_{p}^{-1} = \frac{1}{\gamma} + \frac{1}{T_{1}} \) with \( T_{1} \) and \( T_{2} \) being so called longitudinal and transverse relaxation time characterizing, respectively, the decay of “atoms” from excited to ground state and pure dephasing. The inhomogeneous comes from the random distribution of ‘atomic’ transition frequencies. Also, it may arise due to interaction of the qubit degree of freedom with the quasiparticles excitations in the superconductor from which qubit is made of [36]. Quantitative measure of this effect is the dephasing relaxation time \( T^{\ast} \). Conditions for the observation of SIT are optimal in the sharp line limit

\[
\tau_{p} \ll T_{1} ; \quad T_{2} \quad T^{\ast}
\]

or in broad line limit

\[
T^{\ast} \ll \tau_{p} \ll T_{1} ; \quad T_{2}
\]

The structure of this paper is the following: In the next section we describe the proposed design of the metamaterial-based device we study and the associated mathematical model. In Section 3, we discuss the Hamiltonian of the model while in 4-th section we derive and solve in the continuous limit the equations of motion. The role of SIT is uncovered in Section 5, the pulse delay engineering in Section 6, while in Section Appendix B, we conclude.

2. Flux qubit based quantum metamaterial: proposed design and mathematical model

The persistent current qubit [51–54] comprises a superconducting loop interrupted by three Josephson junctions (marked by ‘×’ in Fig. (1. a)). It is taken that the left and right Josephson junctions are identical with capacitance \( C \) and charging \( E_{c} = \frac{e^{2}}{2C} \) and Josephson energy \( E_{J} = \frac{\Phi_{0}}{2\pi} \) with \( \Phi_{0} \) being critical current of the side JJs and superconducting flux quantum, respectively. The central junction is characterized by a capacitance \( \alpha C \) and Josephson energy \( \alpha E_{J} \) with \( \alpha < 1 \). The gate capacitances (not shown in the figure) are equal \( \gamma C \).

\[1\text{ Here we used definition coming from an ‘ordinary’ SIT appearing in atomic gases (vapor), however, as demonstrated below, the pulse area does not strictly refer to the electric field.} \]
It was shown in Ref. [51,52] that the phase space coordinate which describes transitions between the right and left states is the relative phase \( \theta \) of the two superconducting islands Fig. (1). Josephson energies are chosen so that the Josephson part of the Hamiltonian alone defines a bistable system which, at the value of external magnetic flux \( \Phi = 0.5\Phi_0 \), can be either in the right-hand, or in the left-hand current state. That is, the potential energy of the system as a function of \( \theta \) has two minima, \( \eta = \pm \eta_0 \), as shown in Fig. 1(b). These minima are symmetric at \( \Phi = 0.5\Phi_0 \) and asymmetric at \( \Phi \neq 0.5\Phi_0 \). By choosing system parameters appropriately, the barrier in the phase space separating the right and left current states can be made low enough, so that tunneling between two classical states will take place. The tunneling amplitude for the barrier \( U(\eta) = \Delta - \frac{\hbar}{\sqrt{k^2 + \Delta^2}} \); the detuning of external field from the value 0.5\( \Phi_0 \) produces a bias on the right and left states, making one of them lower in energy than the other: \( \hbar = 2I_p(\Phi - 0.5\Phi_0) \) where \( I_p \) is the circulating current.

The resulting qubit Hamiltonian is

\[
\mathcal{H} = -\Delta \sigma_x - \hbar \tau_z. \tag{3}
\]

Here \( \tau_{x,y,z} \) are Pauli spin matrices in the persistent current basis.

The Hamiltonian (3) may be easily diagonalized in the energy eigenstate basis by means of the unitary transformation:

\[
\begin{align*}
\tau_x &= \sigma_x \cos \theta + \sigma_y \sin \theta, \\
\tau_z &= \sigma_x \cos \theta - \sigma_y \sin \theta, \\
\tan \theta &= \frac{\hbar}{\Delta}, \\
H &= \epsilon \sigma_z, \quad \epsilon = \sqrt{\hbar^2 + \Delta^2}. \tag{5}
\end{align*}
\]

Here \( -\epsilon \) and \( \epsilon \) denote the energy of the ground and the first excited states, respectively.

In the notation of Eq. (3) the clockwise (\(|+\rangle\)) and anticlockwise (\(|-\rangle\)) current states correspond to qubit 'spin' up and down: \( \tau_z|\pm\rangle = \pm|\pm\rangle \). While, in the energy eigenbasis (\(|e\rangle\)–excited state \( |g\rangle\)–ground state) spin up and down corresponds to qubit in excited or in ground state: \( \sigma^2|e\rangle = |e\rangle \), and \( \sigma^2|g\rangle = -|g\rangle \).

In the operating regime of flux qubit \( E_f > E_C \) and near the degeneracy point \( \Phi \sim \Phi_0/2 \) which provides the preserving of the quantum coherence.

2.1. Qubit – microwave coupling

In order to study the ways of the control over the propagation of electromagnetic radiation we propose that the new device consists of a chain of large number \( (N \gg 1) \) of aligned equidistant qubits\(^2\), i.e. forming a one-dimensional qubit "crystal". In order to achieve the control over the propagation of photons, it is necessary to couple the QMM with photons. The simplest way to realize it is to embed it in a superconducting cavity [29–34]. A principle scheme of the possible realization of such device with QMM formed of a collection of flux qubits is given below on Fig. 2.

In the proposed setup shown in Fig. 2, we associate qubit to a node of our quasi one-dimensional "crystal". To each is assigned a flux variable \( \Phi_n \), such that the current between the neighboring nodes \( (n \text{ and } n+1) \) is given by \( (\Phi_{n+1} - \Phi_n)/L \). We assume that transmission line is homogenous so that the segments of transmission line between all nodes have identical self-inductance \( L \) and capacitance \( C \). The transmission line Hamiltonian has the form [30]:

\[
H_{IL} = \frac{1}{2} \sum_n \left[ C \phi_n^2 + \frac{1}{L} (\Phi_{n+1} - \Phi_n)^2 \right]. \tag{6}
\]

\( \phi_n \) any type, in principle.

Assuming that each qubit interacts with the part of the resonator, i.e. the nearest neighbouring segments of length \( a \), we may take \( L = L_c \). Electromagnetic radiation travels through the unperturbed line with velocity \( s = d\Omega / (\Omega^2 - 1/L^2) \).

The coupling to the qubits takes place due to the fluxes \( \Phi_n = M_\phi(n) \) sent by the nth qubit through the corresponding section of the line, \( M \) being their mutual inductance, and \( I_p = r_2^* \) the persistent current operator in the qubit loop. That is, the qubit–resonator mode interaction Hamiltonian takes the form: \( H_I = \sum_n g_n r_2^*(\Phi_{n+1} - \Phi_n) \).

with coupling constant \( g_n = I_p(n)/\sqrt{\Omega^2/L} \). The circulating current \( I_p \) depends on the amount of external magnetic flux in the loop in units of the flux quantum [52]. In the eigen-energy basis (5) our model Hamiltonian takes the form:

\[
H = \sum_n \hbar n \frac{\omega_n}{2} \sigma_n^2 + \frac{\hbar}{2} \sum_n \left( \Delta_n \sigma_n^2 - \hbar n \sigma_n^2 \right) (\Phi_{n+1} - \Phi_n) + H_{IL}. \tag{8}
\]

where the \( n \)-indexed parameters \( (\omega_n, \Delta_n, h_n) \) are due to the inhomogeneities introduced by the non-uniform sizes of the JJs which are very sensitive to a fabrication conditions. For that reason, transition frequencies between ground and excited state \( (\omega_n = 2\sqrt{\hbar^2 + \Delta^2}) \) are not the same for all 'atoms', but randomly distributed about some mean value. Thus, in practice, any ensemble of superconducting qubits (SCQBs) may be characterized by a normalized line–shape parameter \( \mathcal{G}(\omega_n) \). In the large ensembles of qubits this distribution is continuous and lineshape function is determined in such way that \( \mathcal{G}(\omega_n)d\omega_n \) is the fraction of 'atoms' with resonance center frequency within \( d\omega_n \) of the frequency \( \omega_n \), while the required normalization is \( \int_0^\infty \mathcal{G}(\omega_n)d\omega_n = 1 \) [39].

3. Coupled qubit-photon equations of motion

Propagation of EM radiation in the proposed "device" may be described within the semiclassical approximation: i.e. employing the Hamilton equations for description of the current (voltage) propagation in transmission line, and the Schrödinger equation in order to describe the dynamics of the qubit subsystem. Taking that qubit in each node is in the superposition of ground and excited states we define vector of state of the whole QMM as: \( \Psi(t) = \sum_n A_n(t)|e_n\rangle + B_n(t)|g_n\rangle \). Equations of motion for complex functions \( A_n \) and \( B_n \) may be derived from the Schrödinger equation \( i\hbar \frac{d}{dt}\Psi(t) = H\Psi(t) \). Since each qubit has only two states, these functions, on each node, satisfy the normalization condition \( |A_n|^2 + |B_n|^2 = 1 \). Further analysis may be notably simplified introducing the set of new variables, now known as the Bloch vector components, defined as the expectation values of Pauli matrices in the state \( \Psi(x, t) : \langle \sigma_{x,y,z} \rangle = (\Psi|\sigma_{x,y,z}|\Psi) \) or...
explicitly – $S_1 = A^* B + \text{c.c.}$, $S_2 = i(A^* B - \text{c.c.})$, $S_3 = |A|^2 - |B|^2$.

In terms of Bloch variables normalization condition reads:

$$\sum_{n=0}^{\infty} \langle S_n^0 \rangle^2 = 1.$$  

Bearing in mind that flux qubit operates in the vicinity of the symmetry point ($h_n \ll \Delta_n$) we may neglect the second term in the field-qubit interaction (i.e. the one $\sim S_n^2$) so that the set of evolution ("Maxwell-Bloch") equations for the proposed model (8) reads:

$$S_n^0 = -\omega_n S_n^0,$$

$$S_n^0 = \omega_n S_n^0 - \frac{\hbar}{\omega} (\varphi_{n+1} - \varphi_n) S_n^0,$$

$$S_n^0 = \frac{\hbar}{\omega} (\varphi_{n+1} - \varphi_n) S_n^0,$$

$$\varphi_n = \Omega^2 (\varphi_{n+1} + \varphi_{n-1} - 2\varphi_n) = \frac{\hbar}{2\Omega} \left( (S_{n+1}^2 - S_n^2) \right).$$  

(9)

The effects of the homogenous broadening and nonresonant losses in the resonator were ignored by restricting ourselves to the ultrashort pulses with duration far below all relevant relaxation times.

The angular brackets on the right –hand side in the last equation above stands for the accounting for all individual contributions of HH broadened "atoms" each having different transition frequency $\sigma$. The "atomic" variables $(S_n^0, \varphi_n(t))$ are functions of $\omega_n$, therefore, their collective back-action on propagating pulse is appropriately described in terms of their average values as follows:

$$(S_n^0, \varphi_n(t)) \approx \int_0^\infty d\omega_n \varphi_n(t) S_n^{\omega_n}(t).$$

In practical realization of quantum devices, QMM size ($1 \sim 1$ cm) highly exceeds that of the individual qubits ($\sim 1$ m) which may be considered as point like objects. Moreover, provided that the wavelength $\lambda$ of resonator modes is small with respect to scale of transmission line $l$, but highly exceeds the inter-qubit separation ($d \ll \lambda < l$), further analytic examination may be performed within the continuous limit. That is, all dynamical variables become continuous functions of time ($t$) and spatial coordinate along the qubit chain $x: n \rightarrow x$. Thus (9) becomes

$$\dot{S}_n (\sigma) = -\omega_n S_n (\sigma), \quad \dot{S}_n (\sigma) = \sigma S_n (\sigma) - \frac{\hbar}{\Omega} S_n (\sigma) \frac{\partial}{\partial x},$$

$$\dot{S}_n (\sigma) = \frac{\hbar}{\Omega} S_n (\sigma) \frac{\partial}{\partial x}. \quad \Sigma = \frac{2}{\Omega} (S_n^0),$$

(10)

Here we have introduced a new variable – the current in line corresponding to a spatial variance of the magnetic flux $I(x,t) = (d/L) \Psi'$. [28,31]. This simple step provides a more transparent physical description of the system dynamics, facilitates calculations and enables us to make bridge with the previous extensive studies of the SIT in atomic gases [44] and SIT of acoustic waves in magnetic materials with paramagnetic impurities [55].

The new parameter $\sigma$ has the same meaning as $\omega_n$ in (13), however, the use of discrete index $n$ in continuum equations could be misleading. Thus, by $\sigma$, we here denote the qubit transition frequency being different for each qubit, accordingly, inhomogeneous broadening is described by $\delta \sigma (\sigma)$.

For QMM built of a large number of flux qubits, it is convenient to allow for continuous distribution of $S_n$ about mean one $(\varphi_n)$, which is usually taken to be equal to the carrier pulse frequency $\omega_0 = \varphi$. In this case, inhomogeneous broadening is described in terms of so called detuning function $\delta (\sigma)$ obtained by shifting the $\sigma$ in $\dot{\phi}$ towards frequency origin. Thus, $\delta (\sigma) \delta (\sigma)$ is defined to be the fraction of ‘atoms’, within the detuning

$$\frac{\partial^2 F(x,t)}{\partial t^2} \ll \omega \frac{\partial F(x,t)}{\partial t} \ll \omega^2 |F(x,t)|$$

$$\frac{\partial^2 F(x,t)}{\partial x^2} \ll |\partial x|^2 |F(x,t)|$$

3 For clarity we briefly sketch the derivation of the last equation above. First we write the last equation in (9) in continuum approximation $\dot{\phi}(x,t) = \sqrt{\varphi}(x,t) + \frac{\partial}{\partial x}$, then we integrate $\varphi \varphi = \int \varphi = I(x,t) = (d/L) \Psi'$. [28,31], finally taking the spatial derivative of both sides of the wave equation and assuming that the order of the spatial and time derivatives are independent $\frac{\partial^2}{\partial x^2} = \frac{\partial^2}{\partial t^2}$.

3. Slowly varying envelope and phase approximation

The system of Eq. (10) is formally identical to that appearing in a theoretical treatment of acoustic self-induced transparency (ASIT) [55,56], with $\Sigma$ playing the role of strain. This indicates that, despite the quite different physical content, mathematical treatment of the present problem may be carried on by means of the procedure used in treatment of ASIT [55,56], and SIT in atomic gases employing the slowly varying envelope phase approximation. It holds provided that dynamical variables in (10) vary slowly over the distances small with respect of the wavelength ($\sim 1/k$) and times of the order of period of resonator modes ($\sim \omega^{-1}$). Under such circumstances we may proceed applying the SVEA and we introduce the set of new dynamical variables

$$I(x,t) = u(x,t) \cos \Psi (x,t), \quad \Psi = kx - \omega t + \phi(x,t),$$

$$S_n(x,t) = P_n(x,t) \cos \Psi (x,t) + P_n(x,t) \sin \Psi (x,t),$$

$$S_n(x,t) = P_n(x,t) \cos \Psi (x,t) - P_n(x,t) \sin \Psi (x,t),$$

(11)

where $(u(x,t), \phi(x,t)) (P_n)$ are slowly varying envelope, phase and components of the new Bloch vector satisfying the following conditions:

$$\frac{\partial^2 F(x,t)}{\partial t^2} \ll \omega \frac{\partial F(x,t)}{\partial t} \ll \omega^2 |F(x,t)|$$

$$\frac{\partial^2 F(x,t)}{\partial x^2} \ll |\partial x|^2 |F(x,t)|$$

The symbol $\phi(x,t)$ refers either to $u, \phi$ or on $P_n$. We now substitute (11) into (10) and obtain the set of partially reduced MB – equations:
\[ \dot{P}_x(D) = -(D + \phi)P_y(D), \]
\[ \dot{P}_y(D) = (D + \phi)P_x(D) - \frac{gl}{2\hbar}uP_z(D), \]
\[ \dot{P}_z(D) = \frac{gl}{2\hbar}uP_y(D), \]
\[ \ddot{u} + \frac{s^2k}{\omega}u = -\frac{gs^2}{4\omega} \left[ k^2P_y(D) + 2k(P_x(D) + \phi'P_y(D)) \right] \]
\[ u\left( \dot{\phi} + \frac{s^2k}{\omega}\phi' - \frac{\omega^2 - s^2k^2}{2\omega} \right) = -\frac{gs^2}{4\omega} \left[ k^2P_x - 2k(P_y' - \phi'P_x(D)) \right]. \]

(13)

In accordance with (12) here we kept only the first-order spatial and time derivatives, while in the final step, the averaging over phase has been performed.\(^4\) Here \( D = \sigma - \omega \) stands for the detuning.

The term "partially reduced" is used here to distinguish system (13) from the known one of the reduced MBES (RMBE) describing the SIT in atomic gases [39] from which it differs through the explicit dependence of parameters in (13) on carrier wave vector \( k \) and the appearance terms of the first order of spatial derivatives of Bloch vector components \( (P_x', P_y') \) and product of spatial derivative of phase and Bloch vector components \( (\phi'P_y) \). They are retained here in order to provide an insight in the degree and nature of approximations involved in derivation of SIT equations and their solutions. In the absence of these terms, system (13) attains simplified form

\[ \dot{P}_x = -(D + \phi)P_y, \]
\[ \dot{P}_y = (D + \phi)P_x - \frac{gl}{2\hbar}uP_z, \]
\[ \dot{P}_z = \frac{gl}{2\hbar}uP_y, \]
\[ \ddot{u} + \frac{s^2k}{\omega}u = -\frac{k^2gl}{4\omega}P_y(D), \]
\[ u\left( \dot{\phi} + \frac{s^2k}{\omega}\phi' - \frac{\omega^2 - s^2k^2}{2\omega} \right) = -k^2\frac{gl}{4\omega}P_x(D). \]

(14)

Apart the explicit appearance of the wave vector of carrier wave \( k \), the above system of equations is mathematically equivalent to those extensively studied in the context of the theoretical examinations of SIT in atomic gases [39] and condensed media [55]. Owing to that the whole concept now is fairly well elucidated from various points of view although the exact general analytic solutions are yet unknown. We now examine in which degree these achievements hold in the QMMS. Also we explore possible relevance of SIT for the practical applications in novel quantum technologies.

Note that, due to the direct dependence of the effective quasifield interaction on the carrier pulse wave vector, these known solutions can not be literally copied and used here. In particular, comprehensive study requires solution of the MB-equations together with dispersion law.

We first recall that in resonance \( (\omega = 0 \text{ the sharp line limit with no inhomogeneous broadening}) \) and in the absence of phase modulation, system (14) may be reduced to sine-Gordon equation providing that all atoms initially in the ground or excited states \(- P_x(-\infty) = \pm 1\). Namely, under these conditions first equation of system (14) yields \( \dot{P}_x = 0 \) implying \( P_x = \text{const} \equiv 0 \) and the known trigonometric parameterization of Bloch vector components \([39, 44]: P_x = \cos \Theta \) and \( P_y = \sin \Theta \), holds. Note that the normalization condition \( \sum_{x,y,z} P_i^2 = 1 \) implies \( P_x = \cos(\Theta) \equiv 1 \). This "ansatz" yields an important relation connecting the pulse envelope and Bloch angle:

\[ \dot{\Theta} = -\frac{gl}{2\hbar} u. \]

(15)

This procedure may be easily generalized to finite detuning and inhomogeneous broadening by means of the McAl--Hahn factorization ansatz. In this way we were able to find comprehensive solutions of MBES including the explicit form of dispersion law and phase explicitly accounting for inhomogeneous broadening. This method relies on assumption that for finite detunings Bloch vector component \( P_y \) only slightly differs from the bare one and reads:

\[ P_y = P_0F(D) \sin \Theta \equiv F(D)P_y(D) = 0, \]

(16)

where \( F(D) \) stands for spectral--response function (SRF).\(^5\) It is yet undetermined and satisfies an obvious normalization condition \( F(D = 0) = 1 \). In addition, it is required that relation connecting the Bloch angle and pulse envelope (15) still holds. By means of this assumption and ansatz relation (16) which we the third equation of system (13) may be easily integrated resulting in:

\[ P_2(\tau) = P_0 \left( 1 - F(D)F(D) \cos \Theta \right). \]

(17)

Substitution of (16) in equation for pulse envelope, the forth one in (14), yields another SG equation

\[ \frac{\partial^2 \Theta}{\partial \tau^2} + \frac{s^2k}{\omega} \frac{\partial^2 \Theta}{\partial x \partial \tau} = \frac{k^2gl^2}{8\hbar^2} F(D) \sin \Theta \]

(18)

here \( \langle F(D) \rangle = \int_{-\infty}^{\infty} dQ(D)F(D) \). Last equation contains two undetermined quantities \( k \) and \( F(D) \). They may be evaluated explicitly for the traveling wave tape of solutions. Thus, passing to moving frame \( t = \tau - x/v \), with \( v \) being the pulse group velocity, the last equation becomes:

\[ \frac{\partial^2 \Theta}{\partial \tau^2} - \tau_p^2 \sin \Theta = 0, \quad \tau_p^2 = \frac{8\gamma \hbar o R_h}{12s^2k^2\langle F(D) \rangle}, \gamma = 1 - \frac{sk^2}{\omega v} \]

(19)

Its solution is well known and reads

\[ \Theta(\tau) = 4 \arctan e^{-\frac{\tau}{\tau_p}}, \quad u = \omega_0 \text{sech}^{\frac{\tau}{\tau_p}}, \quad \omega_0 = \frac{4\hbar}{gl\tau_p}. \]

(20)

By direct calculation we found its area:

\[ \Theta(x) = -\frac{gl}{2\hbar} \int_{-\infty}^{\infty} d\tau u(\tau) \equiv 2\pi, \]

(21)

that is, this is a known \( 2\pi \) pulse. Its most intriguing feature is a lossless propagation. To show this explicitly we employ the energy balance equation which we derive from system (14). In the first step we multiply the fourth equation in (14) by \( u \); then we eliminate \( P_y \) by virtue of the third one, so that we found:

\[ \frac{1}{2} \left( \frac{\partial}{\partial t} + \frac{s^2k}{\omega} \frac{\partial}{\partial x} \right) u^2 = -\frac{h k^2}{2\omega} \frac{\partial P_x(D)}{\partial t}. \]

(22)

Finally, integrating it over time we derive the pulse energy loss (gain) per unit length

\[ \frac{dW}{dx} = \alpha \langle P_x(D) \rangle - \langle P_x(x, D) \rangle, \quad \alpha = \frac{h k}{\gamma} \langle F(D) \rangle \]

(23)

Here \( W = \int_{-\infty}^{\infty} u^2(x, t)dt \) is the density of pulse energy, while \( P_0(D) = \langle P_x(-\infty, D) \rangle \) stands for the initial population inversion. Last relation implies that the incoming pulse may be attenuated or amplified in dependence on the initial preparation of medium. Thus, if initially (before the pulse enters the medium) more "atoms" are in the ground state \( (P_0 < 0 \text{ absorbing medium}) \) than in the excited state, during the propagation, energy is transferred from pulse to medium which becomes excited while pulse is

---

\(^4\) This means forming formal step \( \langle A|\Psi(x, t)\rangle = \frac{1}{\sqrt{\beta}} \int d\Phi \langle \Psi(x, t) | \Phi \rangle \).

\(^5\) This is the counterpart of the Dipole spectral--response function in the theory of SIT in atomic gases [39].
attenuated. On the other hand, for amplifying media $P_0 > 0$, pulse becomes amplified taking the energy from medium.

This is expected behavior, nevertheless, under the specific conditions pulse exhibits unexpected behavior-loss-less propagation: EM pulse passes through the media with no loss or gain. The easiest way to prove it is to exploit the trigonometric parameterization of Bloch vector components (16) and (17). In such a way we obtain

$$\frac{\partial W}{\partial x} = \alpha P_0 (1 - \cos \Theta). \quad (24)$$

Apparently, pulses with specific values of area $- \Theta = 2n\pi$ transit through QMM with no loss or amplification. Nevertheless, lossless propagation is just a particular side of the relationship between the area of the pulse and its features. The most comprehensive insight is provided by the area theorem derived in the appendix:

$$\frac{\partial \Theta(x)}{\partial x} = \frac{\beta}{2} \sin \theta, \quad \beta = \frac{gkL}{2\omega} G(0), \quad (25)$$

its solutions satisfying $\Theta = \Theta_0$ at $x = x_0$ is

$$\tan (\Theta/2) = \tan(\Theta_0/2) e^{i\beta(2)(x-x_0)}. \quad (26)$$

That is, area theorem holds in the present context, so that the pulse propagating in QMM, should exhibit similar features as in the case of SIT in atomic gases [39,44]. In particular, we may expect that, for weak pulses $\Theta_0 < \pi$ linear decay of pulse area $(\sim e^{-\beta x})$ would be observed in accordance with the Beer’s law. As initial area approaches and exceeds $\pi$, fully new features should be observed: for $\Theta > \pi$ pulse area does not suffer attenuation during propagation when $\Theta = 2\pi r$, however pulses whose areas are even (odd) multiples of $\pi$ are stable (unstable). Here we must note that, at this stage of our analysis, all what was said here is just a hint that these effects may appear in flux based QMM, but, for a definite conclusions knowledge of the wave vector of carrier wave is required. Its evaluation is the subject of next section.

4. Evaluation of dispersion law and phase

Due to the presence of unknown quantities, DSRF, $k(\omega)$ and phase, the above solutions do not give comprehensive picture of EM pulse propagation in QMM. For their evaluation one must go beyond the SG model and must exploit system (14) which we rewrite in terms of new variable $t \rightarrow \tau = t - x/v$:

$$P_{\tau} = -(D + \Phi) P_{\tau},$$

$$P_{\tau} = (D + \Phi) P_{\tau} - \frac{Lg}{2\hbar} u_{p},$$

$$P_{\tau} = \frac{Lg}{2\hbar} u_{p}, \quad (27)$$

$$u = \frac{\Phi_{\tau} - \omega^2 - s^2 k^2}{2\gamma \omega} = \frac{\Phi_{\tau} - \omega^2 - s^2 k^2}{2\gamma \omega},$$

From this system one may determine phase $(\Phi)$ and dispersion law $(k(\omega))$. Note that the phenomenon of SIT, if it can arise at all, is possible in resonance or near it, where $\omega \sim ks$. Otherwise, when $\omega < \omega \text{ or } \omega > \omega$ pulse can not excite (de-excite) “atoms” from ground (excited) state and inversion population stays ±1 “forever”, i.e. for time for which pulse pases medium.

Accordingly, we simplify the above equations in the following way: $s^2 k^2 - \omega^2 = (sk - \omega)(sk + \omega) \equiv 2\omega(k \pm \omega)$, while $\gamma \rightarrow 1 - s/v$.

We now differentiate the last equation in (27), in which we then substitute $P_{\tau}$ from the first equation. This yields

$$\Phi_{\tau} + 2\phi u_t - \left(\frac{\omega - sk}{\gamma} - D\right) u_t = 0. \quad (28)$$

In approaching this result we transformed average value RHS side of differentiated equation employing the factorization ansatz as follows $DP_{\tau} = \frac{D^2}{F(D)} P_{\tau}$. In parallel, in order to eliminate $P_{\tau}$, we use the third equation in (27) which, through the factorization ansatz $(P_{\tau} = (F(D) P_{\tau}(D = 0))$, is rewritten as

$$P_{\tau} = -\frac{4y \omega}{L g k^2} \frac{F(D)}{F} u_t.\quad (29)$$

Finally, after the integration we have

$$\phi_{\tau} = \frac{1}{2} \left( \frac{\bar{D} - \omega - ks}{\gamma} \right), \quad \bar{D} = \frac{(FD)}{F}. \quad (30)$$

This relation may be used for the determination of the “dispersion relation” $k = k(\omega)$ which is essential for further study, especially for the understanding of the nature and existence of particular types of solutions. At this stage it is possible to put $\phi_{\tau} = 0$. This is consistent with the slowly varying phase approximation according to which $\omega$ and $k$ are interpreted as pulse carrier frequency and wave vector. Therefore, $\phi_{\tau}$ cannot contain a constant part independent of $\tau$.

Otherwise, according to the last equation, phase would renormalize the wave vector and frequency: $k \rightarrow k - \frac{\omega^2}{k}, \quad \omega \rightarrow \omega + \text{const.}$ This fully contradicts to the initial demand that $\phi(x, t)$ is slow variable. In this way we easily obtain:

$$k \approx \omega \frac{\bar{D}}{s} \left( 1 - \frac{5}{\bar{D}} \right). \quad (31)$$

Owing to the preceding discussion near resonance solution reads:

$$k \approx \omega \left( 1 - \frac{s}{\bar{D}} \right). \quad (32)$$

Now, when we have found carrier wave vector and when we established that the phase is constant, we may proceed and evaluate solutions of MBs. Note that to this end we may use SG equation, however, such solutions contain still undetermined quantity $F(D)$. It may be found from first three equations of system (27) in which we now exploit the fact that $\phi_{\tau} = 0$.

Substitution of the (17) in the second equation of system (27), where, in accordance with the factorization ansatz, we took $P_{\tau} = R_{\Phi} F(D) \cos \Theta$, results in $\Theta_{\tau} = \frac{D}{F(D)} P_{\tau}$. Finally, upon differentiating this expression over $\tau$ and combining it with the first equation in (27), we found

$$\Theta_{\tau} - F(D) \frac{D^2}{1 - F(D)} \sin \Theta = 0. \quad (33)$$

Prefactor in the last expression has dimension of square of the inverse time, and clearly play the role of reciprocal duration time: $\tau^{-2} = \frac{F(D)}{1F(D)}$. From this expression we found DSRF as

$$F(D) = \frac{1}{1 + (D\tau)^2}. \quad (34)$$

For the evaluation of envelope we use system (27) from which we eliminate Bloch vector components and obtain a $\Phi^2$-type nonlinear evolution equation for envelope. Thus, substituting $\phi_{\tau} = 0$ in (27) we obtain the following set for next two Bloch vector components:

$$P_{\tau} = \frac{DF(D)}{4\gamma \omega} \frac{D^2}{F(D)} u_t, \quad P_{\tau} = P_{\Phi} - \frac{\gamma \omega}{\hbar k^2} \frac{F(D)}{F} u_t^2. \quad (35)$$
Using the last two equations, and the one for $P_s$ (29) we obtain nonlinear equation for envelope

$$u_{\tau\tau} = \frac{u_0^2}{2} u - u^3.$$  \hfill (36)

The peak amplitude is given by

$$u_0^2 = \left( \frac{4h}{12g} \right)^2 \left( \frac{L^2 g^2 k_0^3 P_0}{8\hbar\omega^2} \frac{F(D)}{F(D)} - D^2 \right)$$

$$= \frac{2\hbar^2 k_0}{\omega \gamma} \left( \frac{1}{1 + D^2} \right) = \frac{2\hbar^2 P_0}{\omega \gamma} (F(D)).$$  \hfill (37)

Its first integral reads:

$$u_t = \frac{ag}{4h} u_s \sqrt{u_0^2 - u^2}.$$  \hfill (38)

Its solution is

$$u = u_0 \text{sech} \frac{\tau}{\tau_p}, \quad \tau_p = \frac{4h}{Lg} u_0.$$  \hfill (39)

Using the above-established relations we found the remaining results:

$$P_s(\tau) = \frac{2\tau P_0}{1 + (\tau P_0)^2} \text{sech} \frac{\tau - \tau_0}{\tau_p}.$$  \hfill (a)

$$P_b(\tau) = \frac{2P_0}{1 + (\tau P_0)^2} \tanh \frac{\tau - \tau_0}{\tau_p}.$$  \hfill (b)

$$P_t(\tau) = P_0 \left( \frac{2}{1 + (\tau P_0)^2} \text{sech} \frac{\tau - \tau_0}{\tau_p} \right).$$  \hfill (c)

Finally, the relation connecting pulse velocity and duration time reads.

$$\frac{\gamma}{\left(1 - \frac{\dot{\beta}}{\dot{\gamma}}\right)^2} = P_0 \frac{\tau^2}{\tau^2} \langle F(D) \rangle \cdot \tau^2 = \frac{\alpha L^2 g^2}{8\hbar s^2}.$$  \hfill (40)

This is quadratic equation for pulse velocity. Existence of its solutions depends on initial conditions: for attuator only subluminal ($v < s$) pulse propagation is possible, while in the amplifying medium super-luminal ($v > s$) motion emerges.

In the physically meaningful case, i.e. near the resonance, its approximate solution reads

$$v = \frac{1 + \frac{2\hbar m}{\alpha^2} \frac{t_j^2}{\tau_j^2} \langle F(D) \rangle}{1 - P_0 \left(1 - \frac{2\hbar m}{\alpha^2} \frac{t_j^2}{\tau_j^2} \langle F(D) \rangle \right)}.$$  \hfill (42)

5. Pulse delay

Pulse slowing down (absorbing QMM) or acceleration (amplifying QMM) together with lossless propagation is the main feature of the SIT. Now we shall analyze the dependence of pulse velocity on input parameter - pulse duration time.

5.1. Pulse delay in the absence of inhomogeneous broadening

In the sharp-line limit above equation simplifies to

$$v = \frac{1 + \frac{2\hbar m}{\alpha^2} \frac{t_j^2}{\tau_j^2} \langle F(D) \rangle}{1 - P_0 \left(1 - \frac{2\hbar m}{\alpha^2} \frac{t_j^2}{\tau_j^2} \langle F(D) \rangle \right)}.$$  \hfill (43)

It is graphically presented in Fig. (3), where we presented the dependence of the pulse velocity on $\tau_p$. The case of ‘attenuator’ ($P_0 = -1$) and ‘amplifier’ are presented in parallel. Note that in the latter case theoretical description of in terms of system (10) is not fully satisfactory. Namely, when ‘atoms’ are excited, processes of spontaneous emission take place. Thus, the decay time, in general, can not be regarded to be small in comparison with pulse duration time. For that reason present results hold only for extremely short pulses, while the realistic description requires accounting for homogeneous relaxation explicitly. It may be done by adding relaxation times in system of MBes. For the attenuator, our main result is that detuning may enhance pulse slowing down.

The most interesting result here is that in the proposed device, one, in principle, may expect significant slowing down of the EM radiation. It may be even stopped. This is characteristic for flux qubit chain and originates from the ‘dispersion law’ of carrier wave vector, which also, in accordance with (31), imposes condition for the transparency $2\Delta/\omega < 1$.

5.2. Impact of inhomogeneous broadening

Size fluctuation of the qubit ensemble with ‘atomic’ transition frequencies centered around mean qubit frequency $\omega_0$, may be
described by means of the distribution function [45]

\[ G(D) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{D^2}{2\sigma^2}}. \quad \tilde{D} = \sigma - \omega \]  

(44)

The variance (\(\sigma\)) should be chosen to reproduce experimental data [37,45] – qubit inhomogeneous level broadening full width at half maximum. For a convenience we may introduce the inhomogeneous broadening time \(\tau^* \sim 1/\sigma\).

By means of this distribution function we may evaluate required average values \(\langle F(D) \rangle\) and \(\tilde{D}\):

\[
\langle F(D) \rangle = \frac{\sqrt{\frac{\tau^*}{\tau_p}}}{\pi \tau_p} \int_0^{\infty} e^{-\frac{z^2}{2\tau^*\tau_p}} dz, \\
\equiv \frac{\tau^*}{\sqrt{\pi \tau_p}} e^{\left(\frac{\tau^*}{2\tau_p}\right)^2} \text{erfc}\left(\frac{\tau^*}{2\tau_p}\right), \quad (z = D\tau_p).
\]

(45)

\[
\tilde{D} = \frac{1}{4\pi \tau_p} E_1(Z_0) e^{-\frac{\tau^*}{2\tau_p}},
\]

(46)

here \(\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} dt e^{-t^2}\) is the complementary error function, while \(E_1(Z_0) = \int_0^{\infty} e^{-t} dt\) is exponential integral.

According to our results, pulse properties, its delay \(\langle F(D) \rangle\) in particular, depend substantially on the ratio of the characteristic inhomogeneous broadening relaxation time \(\tau^* \sim 1/\sigma\) and pulse duration. In the broad “line” limit \(\tau^* \gg \tau_p\), above average values approaches

\[
\langle F(D) \rangle \approx \frac{\tau^*}{\sqrt{2\pi \tau_p}}, \quad \tilde{D} \approx \frac{E_1\left(\frac{\omega^2 \tau^{*2}}{2}\right)}{2\pi \tau_p},
\]

(47)

and the pulse velocity in units of \(s\) approaches:

\[
\frac{v}{s} \approx \frac{1 + \tilde{P}_0 \left(\frac{\omega^2 \tau^*}{\sqrt{2\pi}}\right)}{1 - \frac{\tilde{P}_0}{\sqrt{2\pi}} \left(1 - \frac{E_1\left(\frac{\omega^2 \tau^*}{2}\right)}{\sqrt{2\pi} \omega \tau^*}\right) \tau_p \tau^*}. 
\]

(48)

The above result imply that the pulse delay substantially depends on the ratio of carrier wave period of oscillation \(\sim 1/\omega\) and the scale of the pulse broadening \(\tau^*\). In particular, for small values of \(\omega\), exponential integral diverges, while rapidly tends to zero in the opposite limit. In the latter case normalized velocity \(v/s\) versus duration time attains simple form:

\[
\frac{v}{s} \approx \frac{1}{1 - \tilde{P}_0 \frac{\tau^*}{\tau'}}.
\]

(49)

which is practically identical to a corresponding relation in the context of SIT in media composed of natural atoms, atomic vapors, for example [39,44]. In the present context ratio \(\tau^*/\tau'\) defines the degree of the impact of inhomogeneous broadening on pulse delay. Thus sharper distribution is more influential then the broad one.

In the opposite limit, \(\omega \tau^* \rightarrow 0\), exponential integral highly diverges. Nevertheless, for each particular finite, no matter how small, value of \(\omega \tau^*\), \(E_1\) may attain large enough values, so that the numerator in \(48\) can go to zero. That is, pulse may be stopped. To illustrate it we picked \(\omega \tau^*/2 \approx 0.0707\) for which \(E_1 \sim \sqrt{2\pi}\). Now velocity–duration time relation reads:

\[
\frac{v}{s} \approx \frac{1}{1 - \tilde{P}_0 \left(\frac{\omega^2 \tau^{*}}{\sqrt{2\pi}}\right) \tau_p \tau^*}. 
\]

In Fig. 5 we have plotted velocity duration time dependence in the limit \(\omega \tau^* \rightarrow 0\). The main difference with respect to previous case is the appearance of the maximal (minimal for amplifying medium) velocity. It is determined by the values of physical parameters, essentially depends on the broadening time \(\tau^*\). For the special case we considered here it tends towards \(v \approx 1 + \tilde{P}_0 \frac{\tau^*}{\tau_p}\).

5.3. Behaviour of the Beer’s law coefficients

One of the most interesting features of the SIT pulse propagating in QMM is the dependence of the absorption coefficient on the pulse duration time. This is the consequence of the dispersion law \(\langle 32 \rangle\). Thus, exploiting that relation, absorption coefficient in \(\langle 25 \rangle\) becomes:

\[
\beta = \beta_0 \left(1 - \tilde{P}_0 \langle F(D) \rangle \frac{\tilde{D} \tau^*}{\omega \tau^*}\right). \quad \beta_0 = \frac{\text{Lg}(0)}{2\pi}.
\]

(51)

In the sharp line limit we predict some very interesting results. In the absorbing media \((\tilde{P}_0 = -1)\) absorption coefficient increases with the rise of the pulse duration. Wider pulses are more absorbed than the sharp ones. In the amplifying media \((\tilde{P}_0 = 1)\) opposite behaviour is observed. This coefficient, which now corresponds to pulse amplification, decreases with pulse width: sharper pulses are more amplified then the wide ones. This is illustrated on (6) where the dependence of absorption (amplification) coefficient on soliton duration time is sketched. One of the most intriguing result is vanishing of the amplification coefficient: for each pulse for which condition \(\omega > \omega \tau^*\) is satisfied, there appear a critical value of the duration time, for which \(\beta\) approaches zero.

Such behaviour is quite different than in the case of an ordinary SIT where pulse duration has no any impact on its amplification or absorption.

In the case finite broadening absorption (amplification) coefficient very weakly depends on pulse duration as can be seen from the explicit expression

\[
\beta \approx \beta_0 \left(1 - \tilde{P}_0 \frac{\tilde{D} \tau^*}{\sqrt{2\pi} \omega \tau^*} \left(\frac{\omega \tau^*}{2}\right)^2 E_1(Z_0)\right).
\]

(52)

where, due to the restriction imposed by the condition \((\tau_p \gg \tau^*)\) absorption coefficient practically does not depend on pulse width. Nevertheless, it is still pretty different from the corresponding
quantities in ordinary SIT, but the width of the inhomogeneous broadening distribution takes role of pulse duration. In particular, since the exponential integral does not depend on $\tau^*$, coefficient $\beta$ is linear function of $\tau^*$, decreasing for absorbing media and increasing for amplifying. As $\omega \tau^*$ rises, $E_1$ rapidly approaches zero and $\beta \to \beta_0$.

6. Concluding remarks

We have demonstrated that relaxation phenomena, specifically inhomogeneous broadening of the energy levels of the artificial atoms (qubits), may be used in order to achieve and maintain quantum coherence in complex systems built of a large number of superconducting qubits. For that purpose we have exploited the fact that the emergence of some quantum coherent phenomena, self induced transparency, in particular, require inhomogeneous broadening of ‘atomic’ levels. We propose that the self-induced transparency may be observed in a quantum metamaterial built of the large number of flux-qubits inductively coupled to superconducting transmission line. In-homogeneity of the flux qubit energy levels arises due to fluctuations of the sizes of JJ units stemming from the fabrication conditions. In contrast to ordinary SIT in atomic gasses where it corresponds to dissipation-less transmission of light pulse, here we predicted analogous effect but for the propagation of electric current through the transmission line.

One of the most intriguing consequence of the self-induced transparency in flux–qubit based QMMs is the possibility to control the pulse velocity on demand. The main benefit is the significant slowing down of the pulse. For some values of system parameters it may be even stopped.

Necessary control may be provided by varying flux-qubit resonant frequency by means the external field. Thus, one may use the external magnetic field in order to control the degree of inhomogeneous broadening. According to [61] it is necessary to fabricate control lines to apply magnetic flux on the qubits and this will enable one to tune the resonant frequency of each qubit. We hope that the pulse velocity management that is predicted in the present work would provide an interesting experimental problem for practical quantum superconducting metamaterials.
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Appendix A. Derivation of the area theorem

We exploit the system (14) where we integrate the fourth equation over time from $-\infty$ to $\infty$. This yields

$$\frac{d\theta}{dx} = \int_{-\infty}^{\infty} \frac{L_2^2 k}{8\hbar} \int_{-\infty}^{\infty} dt P_2(x, t; D) = \int_{-\infty}^{\infty} \frac{L_2^2 k}{8\hbar} \int_{-\infty}^{\infty} dt P_2(x, t; D)$$

(53)

For the mathematical convenience we now introduce an auxiliary variable $S_2 (x, t) = R_1 + i\beta_2$ which, by virtue of the first two equations of system (14), satisfies the following evolution equation:

$$\frac{dS_2}{dt} = \Omega S_2 - \frac{L_2^2}{2\hbar} \Phi_2, \quad \Omega (t) = (D + i\tau^*) t + \phi (t)$$

(54)

(55)

The presences of phase time derivative $\phi(t)$ in (59) and complex detuning $\Omega - i\tau^*$ indicate, respectively, the accounting for of the pulse chirping and the homogeneous broadening – due to transverse relaxation $\Gamma = 1/\tau_2$. It is here introduced ad hoc (by hand) and corresponds to simplified description of relaxation processes by adding phenomenological damping terms in Eq. (14).

We now proceed in a manner of Lamb [59,60] formally integrating the above equation

$$S_2 = S_2 (t) - i \frac{L_2^2}{2\hbar} \int_{-\infty}^{t} u(x, t') P_2(x, t') e^{i\Omega (t) - \Omega (t')} dt'$$

(56)

$S_2$ stands for the homogeneous solution. This is critical point since, according to huge literature on AT, there are two quite different ways how to proceed. That is, according to original approach of McCall and Hahn [44], only homogeneous part matters and should be included in handling the integration in (56), while in latter work only the particular part was taken into account.

In handling the integration we now assume that the aforementioned conditions for the observation of the SIT specified through (1) or (2) are satisfied. In either case there exist a widely separated time scales characterizing a different physical processes and facilitate the evaluation the time integral. It may be seen more clearly after the transition to new variable $\tau = t - t'$ so that the last expression becomes:

$$S_2 = S_2 (t) - i \frac{L_2^2}{2\hbar} \int_{0}^{\infty} u(x, t - \tau) P_2(x, t - \tau) e^{i\Omega (t) - \Omega (t - \tau)} d\tau$$

Under the aforementioned conditions amplitude, phase, and population inversion are slow variables, as compared with exponential part which rapidly oscillates. Thus, for all of them we may take $\mathcal{F}(x,t - \tau) \approx \mathcal{F}(x,t)$ and we have approximate result:

$$S_2 \approx i u(x, t) P_2(x, t) \int_{0}^{\infty} e^{-i(D + i\tau^*) t} d\tau.$$ 

After the integral of the exponential factor is trivial, giving the well known singular form:

$$\frac{1}{iD + i\tau^*} \to \frac{-i}{D} + \pi \delta (D)$$

(57)
Separating real and imaginary part we obtain

\[ P_k(x, t) \approx u(x, t)P_k(x, t) + \frac{1}{D} \]

\[ \Rightarrow \lim_{D \to 0} \frac{D}{D^2 + T^2} u(x, t)P_k(x, t) \] (58)

\[ P_k(x, t) = \pi \delta(D)u(x, t)P_k(x, t) \] (59)

\[ \frac{\partial \theta}{\partial x} = \frac{L^2 k^2 g^2}{8 \hbar s^2} G(0) \int_{-\infty}^{\infty} u(x, t = D = 0)P_k(x, t = D = 0)dt \] (60)

In the resonance, which is obviously the case, \( u(x, t) = \frac{2\pi}{Lg} \), while \( P_k = P_0 \cos \theta \), that is \( u(x, t = D = 0)P_k(x, t = D = 0) = \frac{2\pi}{Lg} P_0 \), and \( \beta = \frac{Lgk}{2\pi} G(0) \) and the integral in the above equation is easily evaluated and the known form of area theorem is approached:

\[ \frac{\partial \theta}{\partial x} = \frac{\beta}{2} \sin \theta, \quad \beta = \frac{Lgk}{2\pi} G(0) \] (61)

In addition, by virtue of the above explicit expression for \( \theta \), fifth equation defining the phase modulation becomes

\[ \left( \phi + \frac{s^2 k}{\omega} \phi' - \omega^2 - \frac{s^2 k^2}{2\omega} \right) = -\frac{\Gamma}{8\hbar s^2} kD^2 + \frac{1}{2} P_k(x, t; D) \] (62)

Appendix B. Derivation of average values

We focus on evaluation of \( \bar{D} = \frac{\langle F(D) \rangle}{\langle F \rangle} \)

By direct substitution corresponding expressions in the above formula we have:

\[ \bar{D} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{De^{\frac{\theta^2}{2\pi}}} {1 + (\tau D)^2} dD \] (63)

In order to avoid the meaningless - zeroth result of integration, here we had to use the true lower limit of integration (-\( \omega \)) instead of the extended one (-\( \infty \)). In order to evaluate explicitly this integral we had to transform the subject of integration variable. First we introduce \( y = \tau D \), after which the lower integration limit become -\( \omega \tau \) while, the resulting integral is of the same form as the original one with redefined coefficients. In the second step following replacement is introduced: \( z = 1 + y^2 \). This yields:

\[ \bar{D} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\tau^* e^{-\frac{\tau^*}{2\tau} y^2}} {1 + (\omega \tau)^2} dy \] (64)

Finally, after the substitution \( Z = \left( \frac{\tau^*}{2\tau} y^2 \right) \), last expression may be written through the exponential integral as follows:

\[ \bar{D} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\frac{\tau^*}{2\tau} Z} E_1(Z_0) \]

\[ Z_0 = \left[ 1 + (\omega \tau)^2 \right] \left( \frac{\tau^*}{2\tau} \right)^2 \] (65)

where

\[ E_1(Z_0) = \int_{Z_0}^{\infty} dZ e^{-z} \] (66)

References
